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The Performance Portability Problem

</> e One code, multiple systems

® Perlmutter, Frontier, and
Aurora supercomputers use
three different GPU vendors

e How to maintain a single
codebase that achieves
good performance on all
platforms?
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Portable Programming Models

e GPU programming models can provide a solution through portable
abstractions of hardware capabilities

Research Question: How well do each of the available GPU
programming models enable performance portability in practice?

OpenAGC

e, Less Programming
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Methodology: Proxy Apps

® We surveyed a large number of proxy applications

o  Selected five from a range of domains, which all had some existing implementations
e Implemented missing versions where needed, verified with test cases
® Ensured each implementation of an app does the same thing

® Ensured that the timers were consistent

o We measured data movement time but don’t show that here
e Selected largest input problems that would fit in DRAM of all devices

e Picked five different GPU-based platforms
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Proxy Apps Used

1. BabelStream: memory bandwidth benchmark with five kernels

2. XSBench: cross-section lookup kernel with irregular memory access
o Proxy for OpenMC, (Monte Carlo neutron transport)

3. CloverLeaf: 2D structured compressible Euler equations solver
©  From Mantevo Suite

4. su3_bench:implements SU(3) a complex number matmul
o Proxy for MILC (Lattice QCD)

5. miniBUDE: molecular docking kernel with compute-bound characteristics

o Proxy for BUDE (Bristol University Docking Engine)
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New Ports and Development Efforts

< %
g O ¥
N & > ¥
o . . . NP & & w & & Q‘b&
Proxy Application  Scientific Domain Method(s) Suite O o &£ ¥ O O 9
BabelStream N/A Bandwidth benchmark N/A E E E E Bl E E M
XSBench Nuclear physics Monte Carlo ECP E E s E M
CloverLeaf Hydrodynamics Structured grid Mantevo | E E M E M
su3_bench Particle physics Structur_ed grid, NERSC E E E E E
dense lin. alg.
miniBUDE Molecular dynamics N-body N/A E E M M E E

e Several new ports created (I), some apps modified to align timed regions (M)
e Spack packages enable reproducible environment — build apps with one command

e Working on upstreaming all changes for usage by the wider community
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Hardware Platforms

System

Summit (ORNL)
Perlmutter (NERSC)
Zaratan (UMD)
Corona (LLNL)
Frontier (ORNL)

GPU Model

NVIDIA V100 GPU
NVIDIA A100 GPU
NVIDIA HI00 GPU
AMD MI50 GPU

AMD MI250X GPU

DRAM Size

32 GB
40 GB
80 GB
32 GB
64 GB
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Other Experimental Considerations

e Keep compilers the same as
much as possible unless >5%
improvement from using
another compiler

e Data points represent mean of
three trials, variation was very
small

e Use developer’s choices for
kernel parameters — no tuning!

Prog. Model NVIDIA AMD

CUDA GCC 12.20 N/A

HIP N/A ROCmCC 5.7.0
SYCL* DPC++2024.01.20 | DPC++ 2024.01.20
Kokkos GCC 12.20 ROCmCC 5.7.0
RAJA GCC 12.20 ROCmCC 5.7.0
OpenMP* NVHPC 24.1 LLVM 17.0.6
OpenACC NVHPC 24.1 Clacc 2023-08-15
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Performance (Gflop/s)

A100 and MI250X Roofline Plots

Roofline Plot for CUDA versions (Perlmutter) Roofline Plot for HIP versions (Frontier)
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Most kernels are memory-bound in this work, except miniBUDE
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BabelStream dot Reduction Kernel

BabelStream Dot
Native Port- 149 74 4. |7.1 98

SYCL-/16.5 8.0 |4.7 [18.0 10.2

Kokkos-[17.3 iy E ] Directive-based models struggle more than other

RAJA- 147 7.1 4.1 mm models with dot, a simple reduction kernel

OpenMP- 14.8 nm 13.4
OpenACC- 150 74 42

Summlt
(V100)
Perlmutter
(A100)
Zaratan
(H100)
Corona.
(M150)
Frontier
(MI250X)

Number in cell is runtime (seconds)
-100% -75  -50  -25 -5 +0 +5  +15  +25% Blue means faster than native, red means slower

Percent speedup relative to native port
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XSBench Results

XSBench
Native Port - 98 34 12 71 66

SYCL-[93 36 13 68 I

Kokkos - 99 33 10 67 m All programming models can achieve reasonable
RAJA-109 34 10 71 66 portability for XSBench
»

OpenMP - 99 34

OpenACC - 104 34

%)
~
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Summit
(V100)
Perlmutter
(A100)
Zaratan
(H100)
Corona
(MI50)
Frontier
(MI1250X)

Number in cell is runtime (seconds)

-100% -75 -5 225 -5 +0 +5  +15  +25% Blue means faster than native, red means slower
Percent speedup relative to native port

o
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MINIBUDE Results

miniBUDE
Native Port - 25 23 |7 65 48

sycL 136 (34 22 E

Kokkes ' IR All programming models struggle with

miniBUDE, a compute-bound kernel relying on
SR 36 | 42 | 236 5 shared memory

e

RAJA B8 35 |7 66 5l

Summit
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Perlmutter
(A100)
Zaratan
(H100)
Corona_
(MI50)
Frontier
(MI250X)

Number in cell is runtime (seconds)
-100% -75  -50  -25 -5 +0 +5  +15  +25% Blue means faster than native, red means slower

Percent speedup relative to native port
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Portability Optimizations

e Kokkos CloverLeaf: switching reduction operation from 2D to |D
parallelism

o  Improves performance on all systems due to fewer barrier stalls

e OpenMP/OpenACC su3_bench: aligh complex number struct to 32-byte
boundary

o Improves performance on NVIDIA by reducing load instructions

e RAJA miniBUDE: leverage new dynamic shared memory features

o Makes the RAJA port more consistent with other models, improves NVIDIA
performance
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Performance Portability Metric
@)=

e Pennycook (2019) metric for

1.0
BabelStream Dot - mm 0.8 082 0.58 [ performance portability
XSBench mmwnwm _os ® Applied to performance after our

CloverLeaf -m 0.81 [hx:74 0.77 -07 Optimizations
e SYCL, Kokkos,and RAJA

Harmonic Mean of Application Efficiency

su3_bench - m 085 0.59 | - 06
— generally outscore OpenMP and
miniBUDE - 0.76 0.67 OpenACC
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Conclusion

® We examined performance portability for seven programming models
across NVIDIA and AMD GPUs

o  SYCL, Kokkos, and RAJA slightly outperform OpenMP and OpenACC

o HIP performance is sometimes surprisingly poor without additional tuning

e Building these apps is now significantly more automated thanks to our
efforts in creating Spack environments

e Clearer compilation processes, improved profiling tools, and exposure of
additional tuning capabilities in the programming models are all on the
critical path

jhdavis@umd.edu
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Spack Environment Efforts

e All miniapps now have working Spack packages to build on NVIDIA and
AMD systems, for all programming models

e Created a Spack Environment for the suite to allow users to install all
applications and dependencies with one command

e Collecting experimental results also automated using Spack Python

@ Spack
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Insights from Porting Experiences

e OpenACC to OpenMP

o  Straightforward, just rote directive substitution

e Porting to Kokkos:
o  Boilerplate code needed if you want to avoid changing original data structures

o Convert C++ dynamic arrays to unmanaged Views to deep_copy into device View

e Porting to RAJA:

o  Relying on separate libraries (RAJA and Umpire) for compute and data portability
makes compilation harder to get right

o  But, permits incremental development, and Spack can help (develop environments)
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Remaining Portability Outliers

e Lagging OpenACC performance on AMD GPUs

e Poor performance with CloverLeaf and miniBUDE for Kokkos,
OpenMP, and OpenACC

® Poor reduction performance for OpenACC and OpenMP
e Poor reduction performance on AMD GPUs for RAJA
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Compilers Used

Prog. Model ~ Summit Perlmutter Corona Frontier

CUDA GCC 12.2.0 GCC 1220 N/A N/A

HIP N/A N/A ROCmCC 5.7.0 ROCmCC 5.7.0
SYCL* DPC++ 2024.01.20 DPC++ 2024.01.20 DPC++ 2024.01.20 DPC++ 2024.01.20
Kokkos GCC 12.2.0 GCC 12.2.0 ROCmCC 5.7.0 ROCmCC 5.7.0
RAJA GCC 12.2.0 GCC 1220 ROCmCC 5.7.0 ROCmCC 5.7.0
OpenMPT NVHPC 24.1 NVHPC 24.1 LLVM 17.0.6 LLVM 17.0.6
OpenACC NVHPC 24.1 NVHPC 24.1 Clacc 2023-08-15 Clacc 2023-08-15

* We use AdaptiveCpp 23.10.0 for SYCL CloverLeaf due to performance improvement.
T We use ROCmCC 5.7.0 for OpenMP su3_bench on AMD GPUs due to performance improvement.
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Portable Programming Models

e GPU programming models can provide a solution through portable
abstractions of hardware capabilities

e ...but developers now have many options to choose from:

Directive-based Library-based Language Extension

OpenrMP [ kokkos ... @ycL
0OpenACC  RA|JV ROCM

e, Less Programming
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Simple Kernels in BabelStream

BabelStream Runtime by Kernel and Cluster

] H Model For Babe.IStream
s - ... | B Natve Kernels besides dot,all
E 9 Bl \Eg % SYCL models can provide
E N L B H ] B Kokkes  excellent performance
b= —] ] KN [ 1] . .
E =¢= =H B \E4] E= RAA portability besides
3 = H \Edn E§§ —1] L4 OpenM  directive-based models
0 | BN M RN IH RN (=H OpenA on AMD GPUs
Copy Add Copy Add

Perlmutter Perlmutter Frontier Frontier
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All Results

BabelStream Dot

Native Port- 149 74 4.1 17.1 938
SYCL-165 80 4.7 18.0 10.2

Kokkos- 17.3 [BB m 190 9.8

RAJA- 147 7.1 4.1 mm
OpenMP- 14.8 .u 13.4

OpenACC-15.0 74 42 -
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Observation 1: CUDA on NVIDIA

Runtimes (in seconds) by Application, Architecture, and Programming Model

BabelStream Dot XSBench su3 bench miniBUDE
Native Portt 149 74 H7.1 98 33.9 F0.7 659 81.3 385 WEX:! 59.1 25.5 23.5 EFEXY) 482

SYCL-Mi&SS! 9.7 N 10.2 -RERY 35.7 (684 574 -183.0 39.3 [OEXY 62.8 -[36:41 133.6

J! 9.8 m 33.4 66.6 50.4 m 94.7 m 115.4 -82.6 394 m 59:9 -40.1 35.2 WEERLCE

Kokkos-iiisl 9.5 NE

CUDA is consistently the best performing port on NVIDIA GPUs
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Observation 2: HIP on AMD

Runtimes (in seconds) by Application, Architecture, and Programming Model

BabelStream Dot XSBench CloverLeaf su3_bench miniBUDE
Native Port- 149 74§ 17.1 98 - 33.90 70.7 659 -116.5 64.74129.0 76.1 -81.3 38.51INEX: 59.1 -25.5 23.50 (35X} 482

SYCL-Mi&SS! 9.7 N 10.2 - 35.7 683 57.4 -1288 67.7 |E1W] 83.7 -183.0 39.3 [OEXY 62.8 -[36:41 133.6 404

m 33.4 66.6 50.4 m 94.7 m 115.4 -82.6 394 m 59:9 -140.11'35.2 mu_

Kokkos -

HIP does not always guarantee the best performance on AMD GPUs
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Observation 3: SYCL

Runtimes (in seconds) by Application, Architecture, and Programming Model

BabelStream Dot XSBench CloverLeaf su3_bench miniBUDE
Native Port- 149 74 |I7.1 98 -BEEY 33.9 70.7 65.9 -116.5 64.7 129.0 76.1 -181.3 38.5 [MEE: 59.1

35.7 683 57.4 | 1283 67.7 83.7 83.0 39.3 M 62.8

-REWA 33.4 66.6 504 115.4 -82.6 39.4 lAEE! 59.9

-25.5 23.5 CEAY 1482

SYCL|- 165 9.7 18.0 IO.2|
9.8

Kokkos- 17.3 9.5 | 10

SYCL performance is relatively stable, and competitive with HIP on AMD GPUs
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o oo o o o
7 18 30 34 72 110 65 132 200 39 94 150 23 51 80
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Observation 4: Kokkos and RAJA

Runtimes (in seconds) by Application, Architecture, and Programming Model

BabelStream Dot
Native Port- 149 74 |71 98

SYCL-Mi&SS! 9.7 N 10.2

KX

7.1 15.2

Kokkos and RAJA can achieve near-baseline performance

XSBench

. 33.9 [70.7 659

35.7 683 57.4

CloverLeaf

-116.5 64.7 129.0 76.1

-1283 67.7 347

eAWA 334 666 50.4

WX 340 707 66,0

947II54
72.3 |EXX3 90.0

su3_bench

-81.3 385 [WEE 59.1

-83.0 393

)| 62.8

82.6 39.4 lIEX! 59.9
89.8 50.7 |PXKY 66.2

.36.4 33.6 [FK]

miniBUDE

-25.5 23.5 CEAY 1482

-4l 35.2 514
-39 35.2 m 4

av

Kokkos slightly better for AMD, RAJA slightly better for NVIDIA
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Observation 5: OpenMP and OpenACC

Runtimes (in seconds) by Application, Architecture, and Programming Model

BabelStream Dot XSBench CloverLeaf su3_bench miniBUDE
Native Port- 149 74 |I7.1 98 - 33.9 MU 1659 -116.5 64.7 129.0 76.1 -181.3 38.5 [MEE: 59.1 -25.5 23.5 FXW 48.2

OpenMP is slower than the baseline in roughly half of our cases

RAJA- 4.7 7.1 GEE 34.0 [70.7 [66.0

OpenMFA- 14.8 I53
150 7.4 455

I8 1898 50.7 66.2 -[32574 | 35.2

I245 64.8 - 36.0 364.
- 36.1 358

-IE1RE] 72.3 [EXXS 90.0

121.8 6622 194.7

eEWA 34.1 71.7 505

OpenACC Ok 34.3 71.6 50.5

120.8 64.2

OpenACC performance suffers on AMD GPUs
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